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Abstract. The contemporary digital world handles tremendous amounts
of data, which are exposed to a variety of security threats. IT professionals
are responsible for the protection of information systems, devices, networks,
privacy of the collected data. The paper presents a literature review of artifi-
cial intelligence (AI) usage in information/cyber security. The main accent is
set to the security threats and vulnerabilities. Some recommendations have
been identified to increase the level of information security.
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1. Introduction
The digital world gives us constant connectivity across multiple channels

and brings with it incredible amounts of transferred data and new forms of
data management. As a result, people are constantly being monitored while
consuming products, services, and content (Zarsky 2019). These possibili-
ties have given rise to a variety of concerns, which include the protection of
information systems, devices, networks, privacy of the collected data, and
how they are stored and accessed. To address these concerns IT profession-
als use measures for information security or cyber security. These branches
of computer science are similar but have some specifics.

Information security considers the protection of information and infor-
mation systems from unauthorized access, use, disclosure, disruption, mod-
ification, or destruction to ensure confidentiality, integrity, and availability
(Nieles 2017). Cyber security is the practice of securing networks, devices,
and data against unauthorized access or illegal usage, as well as the art of
maintaining information confidentiality, integrity, and availability whereas
cyber defensive mechanisms emerge at the application, network, host, and
data levels (Zhang et al. 2022). No matter which aspect is considered, there is
certainly an overlap between the two concepts, especially in data protection.
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According to the National Institute of Standards and Technology (NIST),
cyber security is a type of information security, but the two fields are not
identical. For example, while information security affects data in print, elec-
tronic, or any other form, cyber security refers to only digital or electronic
information or data. Therefore, in this study we will discuss security threats
that affect both fields.

In recent years, threats to data have increased so much that people and
systems have difficulties responding in time to cyberattacks, and therefore
a new approach must be taken to improve protection. Today, many soft-
ware security tools already use AI for incident response, disruption predic-
tion, and performance monitoring. AI is a technology that can learn, under-
stand, and act on the information it receives. It can identify and prioritize
risks, enabling security professionals to instantly identify malware on their
networks and develop an incident response strategy (Toxirjonovich 2022).
(Alhayani et al. 2021) conclude that AI is an effective activity for reducing
the impact of cyberattacks.

The main goal of the paper is to present a literature review of the AI usage
in information/cyber security. Section 2 shows the research methodology.
The main accent is set to the security threats and vulnerabilities as those using
AI are discussed mostly in Section 3. The paper ends with a discussion and
conclusion of the research (Section 4 and Section 5).

2. Methodology
The methodology of this research was to examine the state-of-art in the

area of AI applications in Information/cyber security in two directions – first,
security problems in software systems/applications, and second, technologi-
cal realization of security threats and vulnerabilities.

The research questions to guide the search and analysis of the literature
were defined:

RQ1. What are the main security problems in different software sys-
tems/applications?

RQ2. What are the major security threats and vulnerabilities faced by
AI-powered applications and their technical realization?

RQ3. What are the protective AI approaches and tools in the domain of
cyber security?

To collect the research papers, the following criteria were established:

• To use different academic search engines such as Academia.edu, Re-
searchGate, Google Scholar, and Semantic Scholar.

• Since this scientific field is relatively new, Internet pages with articles
on the subjects should also be reviewed.
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• The keywords to be searched for are: “AI”, „Cyber threats“, “Cyber
security” and “Information Security”.

• Only papers published in the last ten years are selected.

• Only publications written in English are included in this review.

3. AI in cyber security
According Europarl1 AI is the ability of a machine to display human-like

capabilities such as reasoning, learning, planning and creativity. As men-
tioned in (Fetzer 1990) the problem of easy defining has two parts – artificial
and intelligence, since securing an adequate grasp of the nature of the arti-
ficial would do only as long as we were already in possession of a suitable
understanding of the idea of intelligence.

AI is the science and engineering of making intelligent machines, espe-
cially intelligent computer programs or systems of all kinds (Adamopoulos et
al. 2023). Despite the rapid development, there is a debate as to whether to-
day’s AI systems are capable of thinking and feeling like a humans. A former
Google expert claims that the Gemini chatbot is sentient due to the emotions
that it expresses reliably and in the right context. Other experts claims that
we are far away from the development of artificial general intelligence (AGI)
or even that this is in principle impossible (Fjelland 2020). It is related to the
task of using computers to understand human intelligence, but AI does not
have to confine itself to biologically observable methods (McCarthy 2007).

Over the years, vast amounts of information have been collected to pro-
vide correct analysis and predictions (Yang et al. 2023). The development
of AI is reaching critical points, increasing the influence of technologies re-
lated to virtual and augmented reality and integrating smart tools into various
services, objects, and applications. These technologies are neural networks,
big data, machine learning, data mining, computer vision, algorithms, and
models (Marinov 2017).

3.1. The usage of AI for good and bad
Nowadays, the number of cyberattacks has increased both on different de-

vices (enterprise, desktop, mobile, and IoT) and of different types (computer
viruses, DDoS attacks, data breaches, cyberterrorism, phishing, etc.) – see
for example Panda security2.

In the past few years, cybersecurity researchers have started to explore
AI approaches to improve cybersecurity. AI technologies, such as machine
learning, can be used in cybersecurity to construct smart models for imple-
menting malware classification, intrusion detection and threatening intelli-
gence sensing (Li 2018). Machine learning algorithms are trained using vast
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amounts of data, including historical threat data and data from the network
and endpoints, to identify patterns that are difficult for humans to recognize
(Moisset 2023). There is a concern that machine learning methods can easily
be manipulated by providing deceptive input, known as adversarial attacks.

By continuously monitoring and analysing patterns, AI algorithms can de-
tect deviations that may indicate potential threats, such as unauthorized ac-
cess or abnormal user activities (Masum 2023). Likewise, cybercriminals are
also using AI to launch increasingly sophisticated cyberattacks while hiding
their tracks (Zeadally et al. 2020).

3.2. Main security problems in different applications
Security threats and vulnerabilities appear in different software systems/

applications.
1) Technology based Social engineering. Social Engineering (SE) is

considered to be one of the most common problems facing information secu-
rity today because attacks can be detected but not stopped (Salahdine 2019).
SE is a manipulation technique that exploits human error to gain private in-
formation, access protected systems, spread malware, or other dangerous ac-
tivity. SE attacks have many technology-based forms: phishing, vishing,
baiting, and pretexting which can be enhanced by the power of AI.

2) Artificial Intelligent Chatbots Usage. One of the applications of AI
is the creation of bots. A bot is a computer program that operates as an agent
for a user or other program to simulate a human activity (Ukov 2022), while
chatbots are computer programs designed only to simulate human conversa-
tion (text or speech) through AI, natural language processing, and machine
learning technologies (Adamopolou 2020).

Chatbots can be Informative, Conversational, Task-based, and Rule-based
(Adamopolou 2020). Today the most popular chatbots are ChatGPT, Google
Bard, and Jasper Chat based on Generative AI, which use algorithms to gen-
erate new outputs based on the data they have been trained on (Routley 2023).

Chatbots face various security threats, including malicious input, user pro-
filing, contextual attacks, and data breaches. Cybercrime has many aspects
and problems in chatbots and can evolve into activities like intellectual prop-
erty, stealing an identity, violating someone’s privacy, data theft, malware
development, phishing, vishing, spam, and misinformation (Bossler 2019).
An example of intellectual property infringement is that ChatGPT can now
generate Windows 10 and 11 keys for free (Tech desk 2023).

3) Political information security issues. The impact of AI on politics3

will be profound or even can create political upheaval (Gallego 2022).
AI may potentially be used to create incredibly persuasive deep fake videos,
audio recordings and written content that has the potential to disseminate
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inaccurate information, fabricate false news stories, and manipulate public
sentiment (Thompson 2023).

Some researchers speculated that the ease with which a huge number of
texts can be produced to support a political thesis, even an unfounded or a ten-
dentious one, may multiply the manipulation of public opinion (Farina 2023).

The use of AI in politics has its positives. AI systems have the potential to
increase political legitimacy by identifying pressing societal issues, forecast-
ing potential policy outcomes, and evaluating policy effectiveness (Starke
2020). Another study finds that it is not easy to predict whether the devel-
opment of AI-based technologies will radically change the existing political
paradigm, but it could empower more diffused forms of political participa-
tion beyond elections (Savaget et al. 2019).

4) Disruption of the Information Infrastructure. An organization’s In-
formation infrastructure can be threatened by internal and external threats
that can be implemented with the help of AI technologies. Normal business
operations may be disrupted, stopped or anomalies may appear that may lead
to security disasters even on Critical Information Infrastructures (CII) such
as telecommunications, air transportation, the financial sector, the electric
power grid, and many other services important for the economy and daily
activity (Wilson 2014).

Often security threats are detected by identifying abnormal operations and
anomalies. This is done through the use of intrusion detection systems (Kaur
2023) or security events logging. Security log analysis is the process of re-
viewing automatically computer-generated event logs to proactively identify
security threats or other risks. Usually, they rely on signature-based sys-
tems that are limited in their ability to identify new and emerging threats
or on programmers to manually inspect them by keyword search and regu-
lar expression match (Cao 2017). Powered by AI security log analysis can
use unsupervised machine learning algorithms that can detect suspicion pat-
terns and anomalies and analyse large volumes of data in real-time (Deb-
nath et al. 2018).

3.3. Security attack threats
The most well-known security attack approaches connected to the AI are

DDoS attacks, data theft, malware, phishing emails, vishing, and spam.
1) DDoS attacks. Distributed denial of service (DDoS) attacks has been

increasing due to the rapid development of computer networks and cloud
infrastructures. According to Microsoft, there were from 680 to 2215 attacks
per day in 2022 that they were able to mitigate4. Usually, botnets play a
main role and pose a major threat to network security as they are widely
used for many crimes such as DDoS attacks (Hoque 2015). Recently, the
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rise of AI-based botnets has drawn attention. AI-powered botnets can adapt,
learn, and autonomously execute attacks (Dutt 2018). AI-powered botnets
can mimic human behaviour, so that traditional security systems struggle
to differentiate between legitimate users and malicious bots, allowing these
botnets to operate undetected (Rama krishna 2023).

2) Data theft. Personal data, whether printed or electronic, is very im-
portant to every user and is protected with regulations such as GDPR that
require adequate personal data protection (PDP) systems (Noninska 2022).
Attackers use various tools and techniques to steal data including recently de-
veloped technologies using AI such as chatbots. ChatGPT’s ability to imper-
sonate others, write flawless text, and create code can be misused by anyone
with malicious intent5. Data theft can be done more easily if chatbots use
voice. Recently developed text-to-speech AI models (Microsoft VALL-E)
can mimic voices by using audio samples to create a necessary replica. The
company claims this chatbot can mimic any voice, including emotional tone,
vocal cadence, and even background noise (Richey 2023).

3) Malware development. Researchers have found that AI-powered tools
can aid in malware development. For example, in (Ben-Moshe 2022) is
stated that a user with a rudimentary knowledge of malicious software could
use tools like the AI-based system Codex, which translates natural language
to code, to write functional malware in Python.

Ransomware is one of the routine threats to any organization’s data secu-
rity. It deals with some complex algorithms, and it’s basically designed to
block system files and wants ransom to provide the victims with the decryp-
tion key so that they can access the blocked content (Singh 2017). Specialists
with help from ChatGPT managed to create ransomware code that can en-
crypt common data format files including running MS SQL database files
and saving private (decryption) keys to remote servers (Sockley 2023).

4) Phishing emails. There is a legitimate concern that hackers will use
AI-powered tools to write phishing emails that read like they were written by
a professional. Researchers (Ben-Moshe 2022) found that ChatGPT could be
used to easily create phishing emails.

Recent news shows that hackers are now developing their own malicious
tool called WormGPT, which is described as “similar to ChatGPT but has
no ethical boundaries or limitations” (Osborne 2023). Its primary use is for
phishing and business email compromise (BEC) attacks.

5) Vishing. The term “vishing” is derived from a combination of “voice”
and “phishing” (Yeboah-Boateng 2014). Scammers call potential victims,
often using prerecorded robocalls, pretending to be a legitimate company to
solicit personal information from a victim. With the help of AI-based tools
scammers even can generate voices or clone them.
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6) Spam. Spam is one of the major problems of today’s Internet, bring-
ing financial damage to companies and annoying individual users (Blanzieri
2008). Criminals who send spam usually take a few minutes to write the
text and send it to hundreds and thousands. With generative AI, they can
speed up their work by generating spam text instantly. Luckily, AI using
Deep Learning Algorithms emerged as a powerful technique for spam detec-
tion due to its ability to automatically learn relevant features from raw data
(Shoba et al. 2023).

4. Discussion
The paper highlights that AI can be successfully used for various cyber-

security threats. There is a clear need to use AI-related technologies to over-
come these threats and develop procedures, policies and tools that can signif-
icantly increase information security. Recommendations that can be made in
this direction are as follows:

• increase investments in AI-powered network monitoring tools that can
track user behaviour, detect anomalies, identify unknown threats, and
react accordingly;

• adapt and improve the Information Security Programs (ISP) according
to new threats;

• introduce preventive measures such as training users to recognize AI-
generated content, and the importance of human behaviour while using
chatbots;

• improve skills of the Information Security Team.

The need to develop a regulatory framework (including Ethical Conduct)
for AI developers also comes into focus. Ethical and practical concerns that
will be included in the regulatory documents are very important to ensure
sustainable and responsible development of the AI applications/systems in
all aspects.

The role of AI in information and cyber security cannot be assessed un-
ambiguously. The table 1 shows some of the advantages and disadvantages
in the field of information and cyber security.
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Table 1. Advantages and disadvantages of AI in information and cyber
security

Advantages Disadvantages

Faster threat detection

Automating incident response

Improved network security

Improved accuracy and effi-
ciency of security systems

Behavioural analytics

Improved AI-enabled authen-
tication

Identifying abnormal opera-
tions and anomalies

Data theft

Malware development

Privacy breaches

Phishing, vishing, baiting, spam
and pretexting enhanced by AI

Manipulating public sentiment by
deep fake videos, audio recordings
and written content

Sophisticated DDoS attacks

Adversarial Attacks by manipula-
tion of machine learning models

5. Conclusion
The paper explores the potential application of AI to implement cyberat-

tacks of various types, as well as some approaches to detect and overcome
them also with the help of AI. The state-of-art review, made of numerous re-
search papers and internet pages, provides the answers to the research ques-
tions. The analysis of the review shows that there are legitimate concerns
that AI can be successfully used for sophisticated cyber-attacks even by in-
experienced cyber criminals. Some recommendations to increase informa-
tion security are given. The need to develop a regulatory framework for AI
developers is also discussed.

NOTES
1. Еuroparl, 2020. What is artificial intelligence and how is it used?
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2. Panda security, 2021. 11 Emerging Cybersecurity Trends in 2021,
panda, 12 April 2021. URL: https://pandasecurity.com/en/
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3. Tech desk, 2023. ChatGPT can generate working Windows 11 keys,
tribune, 19 June 2023. URL: https://tribune.com.pk/story/2422477/
chatgpt-can-generate-working-windows-11-keys



90

Nikolay Kasakliev, Elena Somova, Margarita Gocheva

4. Microsoft security, 2022. DDoS attack trends and insights, 2022 in
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insider/wp-content/uploads/2023/03/Security-Insider_DDoS-
Infographic.pdf

5. Malwarebytes, 2023. What is ChatGPT? AI Chatbots Security: Are
AI chatbots safe to use? URL: https://www.malwarebytes.com/
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