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Abstract. In recent decades, technological advances have inspired tangible 
changes in the development of applications and algorithms in response to the 
communicative needs of D/deaf people, the removal of social and communicative 
barriers with hearing people, and the blurring of linguistic boundaries between 
the two populations. The ubiquitous presence of multi-modal forms of cognitive, 
communicative, and information input in the digital space render these types of 
resources crucial to education. The article focuses on the meta-analysis of a large 
pool of publications to the effect of proposing a systematic, empirically based 
operationalization of sign language, its teaching, and its study by D/deaf and 
hearing children, pupils, and students in a multimodal educational environment, 
designed and shaped through the implementation of digital infrastructure, of which 
digital technologies and artificial intelligence are an integral part. The collected and 
systematically analyzed data reveal the attributes of a wide range of innovations 
for operating with the unique code of natural human language, which is realized 
through the precise combination of visual, kinetic, and spatial modalities.
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Introduction
The doctrine of multimodality postulates that discourse is composed of smaller 

parts called modes. Therefore, multimodal education involves combining different 
modes into harmonious ensembles to achieve educational goals (Kress 2000).

The digital revolution at the beginning of the 21st century has brought about a 
profound transformation in primary, secondary, and higher education institutions 
worldwide. Although these changes are influenced by a variety of geopolitical and 
economic factors, the emerging phenomenon carries the characteristics of a para-
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digmatic shift that has irreversibly impacted all subjects within the global educa-
tional system (Peters & Jandric 2015).

Following a document of international significance that administered activities 
for the development of digital education for the period 2018-2020, which included 
priority areas such as: (1) better use of digital technologies for teaching and learn-
ing; (2) development of digital competencies and skills; and (3) improving educa-
tion through better data analysis and forecasting, a Digital Education Action Plan 
for the period 2021 – 2027 has been developed1. This plan focuses on adapting 
education to the digital age and outlines the European Commission’s vision for 
high-quality, inclusive, and accessible digital education in Europe. It promotes the 
development of a highly effective digital education ecosystem, taking into account 
the need for: (1) infrastructure, connectivity, and digital technical equipment; (2) 
effective planning and development of digital capacity, including modern organi-
zational capabilities; (3) competent and confident teachers in the field of digital 
technologies, along with all stakeholders involved in providing high-quality educa-
tion and training; (4) high-quality learning content, user-friendly tools, and secure 
platforms that respect privacy and ethical standards. In the educational space, the 
concept of the central position of multimodality in the intensified digital model for 
the education of D/deaf people is gaining momentum. Although multimodality sup-
ports the idea of a broader understanding of educational discourse, which includes 
the ecological connections between ethics and pedagogy, people and empiricism 
(Skyer 2022), the education of D/deaf people and multimodal research intersect in 
a shared interest in sign languages.

The need to introduce technologies for the learning and use of sign language 
(SL) in order to support communication and social inclusion of D/deaf people is an 
issue around which the interest of members of the research community gravitates. 
While their development is a real challenge due to the existence of multiple sign 
languages and the lack of massive corpora of annotated data, rapid advances in 
artificial intelligence (AI) and machine learning have played a significant role in 
automating and streamlining these technologies.

The operationalization of SL is a multidisciplinary research area whose perim-
eter includes image recognition, computer vision, natural language processing, and 
sign and computational linguistics (Aran et al. 2009). The multifaceted nature of the 
problem is driven by the complexity and intricate nature of the visual analysis of 
spatial-kinetic signs on the one hand, and their unique multimodal nature on the other. 
Despite their perfect structure of subsystems - phonology, vocabulary, morphology 
and syntax, visual languages differ from spoken ones in the mechanisms of expres-
sion and perception: the human hand simultaneously occupies a linguistically signifi-
cant configuration and performs a certain movement towards a fixed location, which 
is diametrically different from the sequential linear manner in which spoken sounds 
appear in the spoken words. The linguistic characteristics of sign languages contrast 
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with those of spoken languages due to specific linguistic elements (forming the pro-
sodic component) that influence the context of utterances, such as head movements 
and facial expressions, which complement the lexical meanings of the movements of 
the articulators – the hands (Liddel 2003; Stokoe 2005).

An ephemeral look at the visual-spatial sign system reveals the challenges faced 
by the process of its automatic parameterization: the phonology of language op-
erates on hand shape, the location of sign articulation and movement, and palm 
orientation; morphology uses directionality, aspect (verb type), and numerical in-
corporation; and syntax uses spatial localization and coherence as well as facial 
expression. The entire message is contained in a precisely synchronized exposition 
of manual segments (shapes, locations, hand movements) and non-manual markers 
(facial expression, head/shoulder/forearm movements). Woven into a rich amal-
gam, manual and non-manual elements give rise to an internal multimodality of 
language. The facts presented here lead to the generalization that specifying the 
parameters of SL is a complex case study that involves the detailed identification of 
all the building blocks comprising its composite: signs s as lexical units function-
ing through specific segments; gesticulations, facial areas and body parts; facial 
expressive features (Ong & Ranganath 2005).

The fragmented presence of systematic scientific analyses on the discussed is-
sue, especially on a national scale, and the persistent interest in the capacity of com-
puter systems for teaching, learning, and communication through visual language, 
motivated the undertaking of a theoretical study. This study involved a scientific 
dissection of some of the most impressive achievements (from a subjective per-
spective) in this field.

Methodology
The research priority is oriented towards multimodal sign language learning of 

a heterogeneous population of subjects. The subject of the theoretical study is the 
digital infrastructure, part of which are the resources of digital technologies and 
artificial intelligence in the design of multimodal design for sign language learning. 
In consonance with the stated research intentions is the defined goal related to 
the scientific observation of the achievements, challenges and perspectives in the 
evolution of technologies equipped with multimodal interfaces for a more efficient 
access to a linguistic reality realized in multimodal code dimensions.  

The scientific inquiry involved the study of library documents and periodicals 
in relevant databases, shedding light on the status of the issue concerning the 
creation of a multimodal design in sign language (SL) education, with digital 
infrastructure as its foundation. The identified data were extracted from 34 scientific 
publications between April and June 2024. The collection and summarization of 
scientific facts were carried out concerning the main linguistic operations and 
activities (recognition, representation, translation, teaching, learning) and the 
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corresponding technological solutions aimed at optimizing SL education in a 
digital environment.

The triad of conventional research methods (general: analysis, systematization, 
synthesis; theoretical: generalization, systematic analysis; empirical: source/
document review, description, comparison) formed the methodological backbone 
of the theoretical study.

Sign language identification and translation
Meta-analyses combining results from studies focusing on hand gesture recog-

nition and sign language identification have examined strategies for using instru-
mented gloves that provide accurate hand position and finger configuration data 
(Moher et al. 2009). In order to be operationalized, the designed systems imply 
mandatory equipment of their users. However, people’s preference is towards sys-
tems they can operate in natural conditions. The mid-1990s were marked by im-
provements in camera hardware that enabled the recognition of manual signs in 
a real time frame (Prathan et al. 2008). The use of instrumented gloves has been 
replaced by the implementation of vision-based systems that are limited to one or 
more cameras connected to the computing device. In parallel to a user-friendly 
working environment, the inventions provide the ability to detect and segment the 
configuration of the hand and fingers or deal with occlusions2. Initial studies (Starn-
er & Pentland 1996) reflect evidence on systems with a limited recognition lexicon: 
about 40 – 50 visual-spatial symbols and associated sentences – with limited sign 
composition (personal pronoun, verb, noun and adjective). Ongoing research (Vo-
gler & Metaxas 1998; Wu & Huang 2001) is moving in the direction of identify-
ing visual phonemes - the structural segments of a sign, which implies codifying 
a larger number of linguistic facts and generating a richer vocabulary of signs for 
recognition.  

Another challenge in sign language that requires creative solutions in the sci-
entific discourse is the incorporation of non-manual components, which are an in-
tegral part of the structure of signs. It is important to note that systems equipped 
with instrumental gloves, although they have a solid database of 5,119 signs and 
an average recognition accuracy of 91.9% (Fang, Gao & Zhao 2007), focus solely 
on sign analysis. However, without incorporating non-manual markers, it is impos-
sible to fully interpret the meanings of these signs. A review of the literature reveals 
a limited number of studies that focus on the integration of manual and non-manual 
signals for visual recognition (Ong & Ranganath 2005). Modern multimodal sys-
tems are capable of integrating signs with lip movements, facial expressions (Ming 
& Ranganath 2002), and head movements (Dreuw et al. 2008), which once again 
raises concerns about the imperfections in recognizing the sign in its entirety.

This points to the search for the ideal solution to create an automatic sign lan-
guage recognition system that meets the following requirements (Aran et al. 2009): 
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(1) to identify with a high level of accuracy a wide range of lexical items included 
in an infinite set of sentences; (2) to operate in real-time frames; (3) to feature 
robustness to different environmental conditions (lighting, acoustic components, 
etc.); (4) to process in parallel manual and non-manual signals as well as segments 
of the morphological and syntactic subsystem of the SL.

Contemporary digital practice offers numerous potential areas for the applica-
tion of sign language recognition systems, with a primary focus on converting signs 
into written message. The technologies discussed contain projections that enable 
human-computer interaction and access to public information through translation 
and dialogue devices in order to achieve equal communication opportunities for all 
people.

Part of the publications analyzed provide data on various types of smartphone 
applications and their efficiency. In this context, Zhou at al. (Zhou et al. 2022) 
turned their idea of creating a platform for recognizing Hong Kong Sign Lan-
guage (HKSL) into reality. For the project, they generated a set of linguistic units 
for HKSL. The front end of the platform is equipped with a mobile application 
for pre-processing video with sign encoding, followed by the use of Jetson Nano3  
(Cass 2020), designed to translate visual language into spoken language based on 
a pre-prepared deep learning4 model. It is clear that the method requires further 
refinement, particularly considering that the translation currently operates only at 
the word level and involves a limited number of lexical units. Another research 
team (Ku et al. 2019) conducted a study using a smartphone camera with two 
photo sensors to capture the sign production of participants in the experiment. 
The built-in OpenPose system evaluates and extracts data on hand skeletal move-
ment, while a convolutional neural network (CNN) model decodes and interprets 
the meaning of the visual language data. One of the drawbacks of the application 
is the lack of real-time operation. In contrast, another team of researchers (Oy-
eniran et al. 2020), whose research focus falls on Indian Sign Language (ISL), 
proposes a smartphone application built from three modules. The sound classifi-
cation module is used to detect and categorize the incoming acoustic signal while 
simultaneously alerting the user through vibration stimuli. The next module iden-
tifies ISL’s video-recorded linguistic data and converts it into spoken linguistic 
code, and the third module is designed to convert the sign message into spoken 
one in various Indian regional languages or convert spoken speech into sign text. 
The high sensitivity of the sound classification module in extremely noisy en-
vironments is pointed out as a limitation of the invention. Also noteworthy are 
research texts on taxonomic models of various technologies (Lee & Lee 2014) 
that can be installed as applications in a smartphone and facilitate communication 
between hearing and D/deaf people: Augmentative and Alternative Communica-
tion (AAC), Text-To-Speech (TTS), Speech-To-Text (STT), Human motion recog-
nition systems (HMR).
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Teaching and learning sign language
The practice of teaching and learning natural language can be greatly improved 

through verification and the availability of feedback (Aran et al. 2009). The claim 
is valid for both vocal and visual languages. With respect to spoken languages, 
students are able to evaluate their articulation and make adjustments based on 
auditory control of their own speech. By analogy, SL teachers offer their students 
the mirror as a natural means of visual feedback. However, the boom of digital 
innovations has opened a new perspective for students to check and evaluate the 
performed visual-kinetic signs through a multimodal system called Sign Tutor by 
its creators (Aran et al. 2009). The team of specialists identified it as a reliable 
tool to promote the learning of SL, predominantly for hearing students, where 
it is studied as a second language (L2). Sign Tutor is an interactive system for 
teaching learners the basics of the language. Its main advantage is considered to be 
its programmed capabilities for automatic evaluation of the produced sign through 
the visual feedback generated and the information provided about the quality and 
accuracy of the presented sign. Observing and learning new signs, practicing 
them and exercising control over their presentation is another positive aspect 
resulting from the interactive nature of the system. The option to communicate 
the result through different feedback modalities (text message, recorded video of 
the user, video of the segmented hands and/or animation of an avatar) make it 
a technological product with high added value. The uniqueness of the system is 
given by the embedded electronic elements for the integration of the individual 
spatial-kinetic characteristics of the sign, including the non-manual marker head 
movements – as a constituent unit of the prosodic system of the SL. Linguistic head 
movements produced in synchrony with signs are an attribute of visual languages 
that presents a particular challenge for most students. In a study by Oya Aran et al. 
(Aran et al. 2009), the usability of the multimodal system was evaluated with the 
participation of students in an entry-level Turkish Sign Language (TSL) course. 
The performance test data showed 99% recognized signs involving only a manual 
component and 85% identified signs with an incorporated non-manual component 
(head movements, facial expression). The researchers conclude that the multimodal 
application secures the modelling of a flexible and easily accessible environment to 
promote sign language learning.

Sign language recognition is at the core of many applications that have been 
developed with a focus on optimizing sign language education. Representatives 
of the scientific and cultural community from the Hellenic Republic share the 
results of a successful SL-ReDu project whose scientific goal is correlated with 
the teaching and learning of Greek Sign Language (GSL) as L2 (Papadimitriou 
et al. 2023). The pedagogical experiment was accompanied by self-monitoring, 
subjective and objective evaluation of the participating students, forming a sample 
of 150 stochastic units. Not unimportant was the module introduced in the prototype 
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system (based on deep learning) for visual detection of isolated GSL signs, as well 
as the HRNet framework for skeleton detection of the communicator’s body, hands 
and face in 2D and 3D format. Seeking creative solutions to overcome learning 
difficulties for deaf children, Joy et al. (Joy et al. 2019) propose SiLearn, a mobile 
application that can function as a visual dictionary. The embedded modules allow 
the identification of physical objects and their written labels and transform them 
into signs. Quantitative analyses obtained from the tests of 28 deaf students are an 
indicator of a high rate of acquisition of visual vocabulary units. Improvements to 
be made are in the direction of expanding the vocabulary, limited to 950 characters, 
and the capacity of the animated videos for signing symbols that can be stored on 
the mobile device to ignore the delays in loading them.

The subject of a dissertation research by deVilliers (2014) is a visually-based 
South African Sign Language (SASL) learning system capable of generating 
detailed context-sensitive feedback to the user. The developed software is in 
contrast to existing SL learning systems that are unable to provide such a service. 
The feedback, designed with the user’s experience in mind, automatically guides 
corrections, requiring minimal effort on their part. Additionally, a feature has been 
introduced that allows the feedback to take the form of a task list (deViliers 2014).

Another research project (Ackovska, Kostoska & Gjuroski 2012) is also dedicated 
to an interactive e-learning platform for Macedonian Sign Language (MSL), which is a 
collection of games and modules designed to optimize language learning and improve 
mental capacity and memory characteristics in deaf children. The central part of the 
application consists of 3D animations of a child presenting a fingerspelling sign, word or 
sign of an object chosen by the user. The user can orient the animation in all directions, 
allowing different perspectives for a complete perception of the manual symbols.

Academic advances in the virtual representation of sign language continue to 
reflect the multidisciplinary nature of the applied field; advances in the theory and 
practice of graphical representation of virtual humans and language processing in a 
visual modality. This finds expression in a publication (Kennaway & Glauert 2008) 
whose data from a large-scale research project to approbate multimodal technology 
for modelling and processing linguistic material and avatar-based representation 
of sign language (involving representatives from 3 countries: Germany, UK, 
Netherlands) is an important reference to: (1) uncovering objective possibilities for 
using relevance-constructed avatars to generate a decodable real-time presentation 
of sign language driven by phonetic-level descriptions via HamNoSys or SiGML; 
(2) Confirmation that high-level linguistic analysis and HPSG-based sign language 
modeling techniques are foundational to support semi-automatic generation of high-
quality text translations from English (or other spoken language) to sign language: 
German Sign Language (DSL), British Sign Language (BSL), Dutch Sign Language 
(NSL), while creating phonetic-level presentations that can be performed by a sign 
language avatar; (3) finding evidence that a phonetic-level interface in terms of a 
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sign language avatar is also a reliable support for creating sign language content 
for the purpose of administering websites and other applications through the use of 
more accessible sign lexicons and grammatical structures.

Many studies (Kipp et al. 2011; Smith et al. 2010; Smith 2014; Naert et al. 2020)  
have focused on the application of modern avatars to represent sign language in 
order to provide D/deaf people with easier access to written texts on websites. 
Their creation faces multiple challenges, ranging from content exposition (as 
there is no universal written system of sign languages), to implementing easy-to-
interpret animations. A sign language is essentially a multi-channel language where 
the hands, shoulders, face and body should act in synchrony at different levels. 
Modern avatars, with state-of-the-art features, reach intelligibility levels of 58 – 
71%. Undoubtedly, future research belongs to the prosodic component in order to 
achieve the optimal levels of decoding and interpretation by humans operating with 
a visual-spatial-kinetic code.

A collection of examples showcasing the use of ICT and AI resources is expanded 
by a study conducted by an American team (Paudyal et al. 2019), which tested a 
smartphone application providing feedback to users about the parameters (location, 
movement, orientation, hand configuration) of the signs they produced. The 
experiment generated possibilities for structuring a database of codified linguistic data 
collected from 100 trained individuals for 25 visual symbols belonging to American 
Sign Language (ASL). Of particular interest is the virtual environment created by 
specialists for learning ASL through the use of headphones equipped with a Leap 
Motion5 sensor (Shioppo et al. 2019). The development, testing, and evaluation of the 
system were conducted according to the 26 signs of the ASL fingerspelling alphabet. 
The use of the Elf Sandbot robot to facilitate the learning of sign language by deaf 
individuals is also among the optimal technological solutions explored by researchers 
(Luccio et al. 2020). They constructed two smartphone and tablet applications: one to 
control the robot’s movements and the other to receive input from spoken or written 
words/sentences, translate them into a spatial-kinetic code, and present them in video 
format.

Attention is also warranted by a research project  (Vijitkunsawat et al. 2023), 
introducing an innovation aimed at facilitating information exchange between deaf 
and hearing individuals, which also serves as an excellent tool for creating a learning 
environment for mastering Thai Sign Language (TSL). The experiment encouraged 
students to independently select their preferred lexical units and perform exercises 
using animation.

The team effort of researchers (Bansal et al. 2021) led to the design of the 
remarkable game CopyCat, intended for deaf children raised in hearing families 
who do not have consistent access to ASL, resulting in a lower working memory 
capacity compared to hearing children and their deaf peers raised by deaf parents. 
The technology is equipped with a high-resolution camera and pose evaluation 
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software. Data from its testing support the thesis that it successfully stimulates 
language development and increases working memory capacity.

The advancement of computing power has encouraged research (Quandt et 
al. 2020) related to the design of an avatar functioning as a teacher in a virtual 
environment, teaching the basics of ASL to beginners. Users have visual access to 
a digital presentation of their hands via the LEAP Motion application. However, 
the system is unable to capture signs that involve touching specific parts of the 
body, which is identified as its weak point. Nevertheless, this does not diminish the 
authors’ contribution to enriching the scientific kaleidoscope.

Synergistic Nexus: Digital Technologies and Artificial Intelligence – Sign 
Language Education – Digital Competence

The fact that sign language education and the related pedagogical achievements 
can no longer revolve solely around a single-mode domain existing in analogue 
form is evident. Consequently, the recontextualization of literacy and competence 
involves considering multiple modes for constructing meaning through the use of 
digital tools.

Research on digital competence, recognized as a key skill in the early 21st 
century, has primarily focused on creating theoretical models, competence 
frameworks, and research tools for competence assessment (Martin 2005, Martin 
2006, Helsper & Eynon 2013)

Despite numerous studies on digital literacy, digital skills, information literacy, 
computer literacy, ICT literacy, media literacy, e-literacy, ICT competence, and 
digital competence, a systematic analysis of the scientific literature on this topic (in 
the Scopus, Web of Science, and ERIC databases) conducted before 2020 shows 
that there is no consensus on the definitions. A long path remains to reach agreement 
on their content and structure, necessitating the exploration of ways to clarify the 
issue at a conceptual level.

As a starting point for revealing the content of digital competence – a crucial 
component of the multi-layered portfolio of sign language specialists – the 
published guidelines on teacher competences in sign language education (Teacher 
Competences for Sign Languages in Education) serve as a valuable resource. These 
guidelines are result of the joint activity of an international a team of linguists, 
sign language teachers, members of various European deaf communities. The 
document, as a result of the ProSign (Promoting excellence in sign language 
instruction) project successfully completed in 2019, presents a taxonomic model of 
competences in 8 domains, among which digital competence is assigned a proper 
place (Bleichenbacher et al. 2019).

A review of the research indicates that most documented data focus on studies 
related to assessing digital competence (the level achieved by students and pupils) 
rather than on its development and design within an educational context (Sánchez-
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Caballé et al. 2020). Analogous to linguistic and communicative competence, 
digital competence in the context of sign languages is considered transversal 
- transferable across activities, ages, and subjects (Bleichenbacher et al. 2019). 
Therefore, knowledge, skills, and attitudes/behaviors in the sphere of digital 
technologies and artificial intelligence, which interact with the new (alternative) 
linguistic reality, play a dominant role in expanding the range of pedagogical 
competence; enhancing collaboration skills with other educators and stakeholders; 
and achieving higher educational standards and personal prosperity for teachers. 
The interaction of different discourses within the multimodal discourse, based on 
the semiotic foundation of sign languages, generates opportunities for multifaceted 
representation of events. Generating multimodal messages using various semiotic 
tools requires teachers to possess skills in creating and editing online platforms’ 
websites, accessible to students; producing still and dynamic images; discussing 
hidden and explicit messages; and filming and editing materials. These described 
characteristics represent only a small part of the spectrum of digital means of 
expression.

The continuous refocusing of research, which began in the past decade, has led 
to the enhancement of digital competence and the filling of the concept with new 
content (Ala-Mutka 2011). This new layer comprises a broader and more complex 
set of knowledge, skills, attitudes, and relationships, leading to the inclusion of a 
specific way of critical thinking about coding, decoding, and recoding information 
related to the continuous adaptation to expanding technological capabilities and 
their projections, ultimately reaching (Janssen et al. 2013) the levels of expert digital 
competence or at least the vision of it. The conceptual understandings of this group 
of authors fit appropriately into the contemporary scientific view of sign languages, 
which is undergoing a radical transformation, expressed in a multidisciplinary 
approach to their functioning and operationalization.

In a classical understanding that bridges to the future of sign language 
development, digital competence is understood as “the combination of knowledge, 
skills, attitudes (thus including abilities, strategies, values, and awareness) required 
when using ICT and digital media to perform tasks and solve problems; for 
communication; information management; collaboration; content creation and 
sharing” (Ferrari 2012).

Other research examines the degree of correlation between digital competence 
and various concepts such as computational thinking (Juškeviciene & Dagiene 2018)  
or security awareness (Nyikes 2018). Some studies explore teaching practices related 
to digital competence (Napal Fraile et al. 2018, Rolf et al. 2019, Morellato 2014) or 
develop tools for assessing teachers’ digital technology competencies (Cantabrana 
et al. 2019). The transversal competencies related to digital technologies and 
artificial intelligence in these dimensions are also relevant to the capabilities of 
individuals operating with the semiotic code of sign language and can be illustrated 
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with examples such as: (1) integrating applications for digital sign language 
learning (software programs for learning, textbooks, digital online dictionaries, 
encyclopedias, etc.); (2) considering aspects related to Internet security (promoting 
the effective, informed, and critical use of tools such as digital forums; websites 
that allow users to jointly edit their content and structure; co-creation of written 
texts; sharing of texts, audio, and video files via the Internet or computer network, 
email, videophone, etc.).

A variety of research is also found regarding the assessment and self-
assessment of digital competencies by students and teachers (Lasić-Lazić et al. 
2017; Kuzminska et al. 2018). Often, in studies by specialists related to digital 
competence and its decomposition, such as E. Instefjord (2015), the emphasis is 
placed on critical thinking skills as key, with the continuous emphasis on the need 
for critical and reflective use of technology in building new knowledge. As a result 
of expanding research pursuits, new dimensions have been added to the classical 
definitions of digital competence, giving it a broader focus that seeks the added 
value and significance of digital knowledge and skills for social engagement in 
society as a whole (Instefjord 2015) and specifically for the linguistic and cultural 
community of Deaf people (Skyer 2022).

	
Conclusion
The idea for the theoretical research conducted was inspired by the enduring 

interest in the unlimited potential of digital technologies and artificial intelligence 
to structure a design for sign language education that combines various modes of 
interaction. The primary goal of the research was to present identified, classified, 
and generalized data on the wide range of systems, algorithms, and operations in 
the ever-evolving digital reality within the field of sign language. The proposed 
written evidence highlights significant technological solutions for recognizing, 
presenting, and translating sign language codes and for building a comprehensive 
AI-based linguistic system. In this whirlwind of information, a special place 
is reserved for innovative sign language applications that optimize the process 
of teaching and learning, facilitate communication between hearing and deaf 
people, and promote their social inclusion by blurring the boundaries between 
populations. 

All the inventions, rationalizations, and discoveries shaping the current discourse 
have demonstrated interesting and compelling ways to advance applied research 
ethically, verifying the utility of digital technologies and artificial intelligence in 
multimodal deaf and hearing education. Given their exponentially increasing use 
in human existence, the study of these ways is not only a justified action, but also 
a necessary condition for the preservation of D/deaf people, for their prosperity in 
life.
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NOTES
1. Digital Education Action Plan (2021 - 2027). Resetting education and training for 

the digital age. Education and Training. European Union, 2020. https://ec.europa.
eu/education/sites/education/files/document-library-docs/deap-communication-
sept2020_en.pdf .

2. The term “occlusion” is used to refer to the obstruction of the visibility of one hand 
element by another during the composition of a gesture.

3. Jetson Nano is a small AI computer that provides the performance and energy ef-
ficiency needed for AI workloads, enabling the management of multiple neural 
networks in parallel and the simultaneous processing of data from several high-
resolution sensors.

4. The term Deep Learning refers to a subset of machine learning methods based on neu-
ral networks. The term “Deep” relates to the use of multiple layers within the network. 
These methods can be supervised, semi-supervised, or unsupervised.

5. Leap Motion is an optical hand-tracking module that captures hand movements with 
unparalleled precision. It makes interaction with digital content natural and easy.
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